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Abstract

In recent years, many researchers have proposed a series of algorithms based on convolutional neural networks and achieved good performances in the field of object detection and recognition. For humanoid robots, they are designed to assist or replace people in completing a series of anthropomorphic tasks, and their ability to recognize and grasp surrounding objects is the most basic requirement. Therefore, this paper proposes an algorithm based on the optimized convolutional neural network (CNN) and can be used to detect and classify the objects by humanoid robots. Particularly, Faster region-based CNN (Faster R-CNN) is used for detecting the objects and the original network is refined by feature concatenation strategy. The feature fusion layer is also proposed to make the feature map contain more information, the improved non-maximum suppression (NMS) algorithm is adopted to solve the overlapping object detection problem, and some layers are also modified in the original network to get faster speed and smaller network size. The recognition and grasping performance of the humanoid robots are tested by the proposed algorithms in a virtual simulation environment, and the experiment results show that the proposed algorithms are feasible and perform well.
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Introduction

Object recognition is one of the basic abilities of the humanoid robots, it allows the humanoid robots to recognize nearby objects and perform many anthropomorphic tasks, which can help humans in the repetitive work or the dangerous operational environments [1]. It is well known that humans can easily distinguish objects and perform various tasks through their vision; however, without the vision system and the object detection and classification algorithm, it is difficult for the humanoid robots to complete the object recognition task. Therefore, the key to improving the other capabilities of the humanoid robots is to first develop high-performance algorithms for their object detection and classification system.

As the cornerstone of image understanding and computer vision, object detection is the basis for more complex and higher-level visual tasks, such as segmentation, scene understanding, target tracking, image description, event detection, and activity recognition. Object detection is necessary for artificial intelligence and information technology, including robotics, autonomous driving, human-computer interaction, intelligent video surveillance, surface defect detection [2], ship and plane detection in the optical remote sensing images [3,4], augmented reality [5], and has been studied for years. The object detection tasks usually contain two steps: Use a bounding box to locate the objects and then refine the box and classify the object [6]. With the popularity of deep learning and continuous improvement of computer performance in recent years, deep neural networks have shown better results than the traditional object detection algorithms, such as edge detection [7], gradient matching [8], etc. Recently, CNNs have achieved great success in the fields of object detection [9], recognition [10], object grasping control [11], robotic manipulator motion path planning [1], etc. The most representative algorithms are Faster R-CNN [9] and Single Shot multibox Detector (SSD) [12], they can learn the target object’s features in the datasets with built-in neural network and improve their performance gradually through training. Faster R-CNN and SSD represent two typical target detection approaches: Two-stage approaches and one-stage approaches. For the two-stage approaches, they divide the object detection process into two phases: Using a feature extracting network to extract the feature information of the target objects and roughly locate objects, and then refine the locations.

*Corresponding author: Ming Xiao, School of Computer Science and Engineering, South China University of Technology, Guangzhou 510006, China

Accepted: February 25, 2020
Published online: February 27, 2020
and classify the objects. For the one-stage approaches, they can locate and predict the target objects directly through the network [13].

Different from single object detection task, the object recognition applied to the humanoid robots has strict requirements on speed, accuracy and environmental adaptability. Although there are plenty of researches on the robotic object detection and various applied object detection methods on the single or the multi-fingered industrial robotic hands, most robotic hands cannot achieve the degrees of freedom (DOF) of a human and are much less flexible than a human. Therefore, this paper uses Faster R-CNN as the basic method and improves the speed and accuracy of object detection. The algorithm is combined with a humanoid robot to test the algorithm performance in the experiments.

Related Work

There have been many studies on the grasping objects of the humanoid robots. However, in real-world environments, if there are other distracting objects in the humanoid robots’ view field, it is a challenge to accurately detect and locate the target objects. In this section, the existing methods of object detection and localization for the humanoid robots are discussed and summarized as follows.

Two-stage object detection methods

The goal of the generic object detection is to determine the locations and classifications of all the target instances in a natural image based on a large number of predefined categories, which is the most fundamental and challenging issues in machine vision. The deep learning technology emerged in recent years is a powerful method for learning feature representation directly from data, and has brought significant breakthroughs for object detection.

In 2012, Krizhevsky, et al. [14] proposed the deep convolutional neural network Alexnet, and achieved record-accurate object recognition accuracy in the Large-Scale Visual Recognition Challenge (ILSVRC) competition. Since then, many target detection algorithms based on deep learning have emerged. In 2014, Ross Girshick, et al. proposed a region-based CNN(R-CNN), which uses the selective search algorithm to generate about 2000 region proposals from the bottom to the top of the input image, and then warp these region proposals to 227 × 227 and input them into the CNN, and the output of the fc7 layer of the CNN is taken as features of these proposals, and they are trained by the support vector machine (SVM) for classification. R-CNN is slow to train, consumes a lot of computing resources, and has limitations on the size of the input image. Kaiming He, et al. proposed SPP-net [15] which introduced a spatial pyramid pooling (SPP) layer to remove the fixed-size constraint of the network, thus making the speed of SPP-net several times higher than R-CNN. In 2015, Ross Girshick proposed fast region-based CNN (Fast R-CNN) [16], which aims to complete the classification and positioning task with two parallel fully connected layers. Fast R-CNN combines the essence of R-CNN and SPP-NET, and introduces multi-task loss function, which makes the training and testing of the entire network very convenient. Nevertheless, the fast R-CNN still uses the selective search method to generate region proposals and this step is the most time-consuming part, and the whole network is not an end-to-end network. S Ren, et al. proposed Faster R-CNN [9] algorithm, which proposed a region proposal network (RPN) to replace the selective search method. The RPN generates about 300 region proposals for each input image and shares the parameters of the convolutional layer, thus greatly improving the speed of the object detection. Based on the idea of Faster R-CNN, many two-stage object detection methods have been proposed these years, such as Mask RCNN, R-FCN, and so on.

One-stage object detection methods

Although the two-stage object detection methods like faster R-CNN have great advantages in object recognition accuracy, they are not satisfactory in some real-time recognition situations. A new algorithm named You Only Look Once (YOLO) was developed by Joseph Redmon, et al. [17] in 2016. YOLO frames object detection as a regression problem to spatially separated bounding boxes and associated class probabilities. Bounding boxes predictions and classifications are done directly through a single neural network, thus making it much faster compared to the industry standards, reaching 45 frames per second in the real-time object detection tasks. Many other one-stage detection methods are proposed after YOLO, such as YOLO v2, YOLO 9000 [18], YOLO v3 [19], SSD [12], etc. Compared with the two-stage methods, the one-stage methods such as YOLO do have a big advantage in the real-time processing capabilities, but the accuracy of the object recognition is relatively low. Therefore, there is a necessity to strike a trade-off between the two-stage methods and the one-stage methods.

Researches on robot recognition and object detection

In recent years, many CNN-based studies have focused on such problems as small object detection [6], face detection [20], crowd counting [21,22], traffic sign detection [23], and car detection [24]. In the meantime, there are increasing research on the deep learning application for the humanoid robot’s object recognition, grasp detection, etc. [25]. Lenz, et al. [26] considered the detecting robotic grasps in an RGB-D view of a scene containing objects and applied an approach to avoid time-consuming feature design by the manual work. Levine, et al. [11] described a learning-based approach to hand-eye coordination for the robotic grasp from the monocular images. Pinto and Gupta [27] used large-scale datasets and multi-stage training for the grasping task and get state-of-the-art performance on generalization to the unseen objects. Noda, et al. [28] proposed a computational framework enabling the integration of the sensory-motor on the time-series data and the self-organization of multi-modal fused representation based on a deep learning approach. Yu, et al. [29] presented a vision-based robotic grasping system that could recognize different objects as well as estimate their poses by using a deep learning model, finally grasped them and moved to a predefined destination. Zhang, et al. [30] introduced a machine learning-based system for controlling a robotic ma-
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Table 1: PC specifications.

<table>
<thead>
<tr>
<th>Name</th>
<th>Detail</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>Intel(R) Core(TM) i7-7820X CPU @ 3.60 GHz</td>
</tr>
<tr>
<td>GPU</td>
<td>Nvidia GeForce GTX 1080 Ti</td>
</tr>
<tr>
<td>Memory</td>
<td>16GB</td>
</tr>
</tbody>
</table>

Table 2: Rotation angle (degrees) range of each finger.

<table>
<thead>
<tr>
<th>Knuckle</th>
<th>Thumb</th>
<th>Index</th>
<th>Middle</th>
<th>Ring</th>
<th>Little</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base</td>
<td>[0, 80]</td>
<td>[0, 40]</td>
<td>[0, 20]</td>
<td>[0, 20]</td>
<td>[0, 20]</td>
</tr>
<tr>
<td>First</td>
<td>[0, 80]</td>
<td>[0, 90]</td>
<td>[0, 90]</td>
<td>[0, 90]</td>
<td>[0, 90]</td>
</tr>
<tr>
<td>Second</td>
<td>[0, 90]</td>
<td>[0, 108]</td>
<td>[0, 108]</td>
<td>[0, 108]</td>
<td>[0, 108]</td>
</tr>
<tr>
<td>Third</td>
<td>[0, 80]</td>
<td>[0, 90]</td>
<td>[0, 90]</td>
<td>[0, 90]</td>
<td>[0, 90]</td>
</tr>
</tbody>
</table>

For the object detection module, Kinect sensor captures the work area image of the humanoid robot, that is, the image of the object to be recognized, and the image is fed into the pre-trained object-detection network, and then the bounding box and the category information of the related object can be obtained. These results are input to the humanoid robot control module.

According to the object detection result, the object and the humanoid robotic hand are simulated in the simulation module and the humanoid robotic hand can move to the top of the detected object. Finally, the other tasks such as grasping can be completed. The simulation module combines the virtual humanoid robotic hand and the object detection program, the images captured by Kinect are fed into the program and the results are inputted into the virtual hand operating system for motivation.

System Overview

This paper proposes a system architecture for the object detection of the humanoid robots, as shown in Figure 1, which contains an object detection module and a humanoid control module as well as a recognition module. The object detection module is designed to quickly and accurately detect the target object in the input image, while the humanoid robot control module and the recognition module use the former to perform object recognition task and other operations such as grasping, sorting, etc.

For the object detection module, Kinect sensor captures the work area image of the humanoid robot, that is, the image of the object to be recognized, and the image is fed into the pre-trained object-detection network, and then the bounding box and the category information of the related object can be obtained. These results are input to the humanoid robot control module.

According to the object detection result, the object and the humanoid robotic hand are simulated in the simulation module and the humanoid robotic hand can move to the top of the detected object. Finally, the other tasks such as grasping can be completed. The simulation module combines the virtual humanoid robotic hand and the object detection program, the images captured by Kinect are fed into the program and the results are inputted into the virtual hand operating system for motivation.

Humanoid robotic hand kinematics

The humanoid robotic hand is composed of rotational gears connected to each other, and there are two kinds of kinematics for a humanoid robotic hand: Forward kinematics and inverse kinematics. The forward kinematics determines the end position of the manipulator based on the structure of the given humanoid robotic hand and the rotation angle of each joint. The D-H representation (Denavit-Hartenberg Convention) is a matrix representation of the connection between the various joints of the humanoid robotic hand. According to the D-H notation, assign a reference coordinate system to each joint, then determine the transformation matrix between any two adjacent coordinate systems, and finally write the total transformation matrix of the robot base coordinate system to the end effector (that is, humanoid robotic hand).

The transformation matrix is expressed as:

$$ A_i = \text{Rot}_z(\theta_i) \text{Trans}_z(d_i) \text{Trans}_x(a_i) \text{Rot}_x(\alpha_i) $$

where

$$ A_i = \begin{bmatrix}
\cos \theta_i & -\sin \theta_i & 0 & a_i \\
\sin \theta_i & \cos \theta_i & 0 & a_i \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} $$

and

- $\theta_i$ represents the angle from $x_{i-1}$ to $x_i$ about $z_{i-1}$;
- $d_i$ represents the distance from $x_{i-1}$ to $x_i$ along $z_i$;
- $a_i$ represents the distance from $z_{i-1}$ to $Z_i$ along $x_{i-1}$, and
- $\alpha_i$ represents the angle of rotation $Z_{i-1}$ to $Z_i$ about the $x_i$ axis.

The main goal of the inverse kinematics problem is to calculate the angle of each joint of the humanoid robotic hand given the structure of the humanoid robotic hand and the end pose. The inverse
kinematics is more important than the positive kinematics because it allows the end of the robotic hand to move to a specified pose to perform a grab job.

**Object Detection and Simulation**

In this part, the object detection method based on Faster R-CNN is introduced and the simulation environment is setup. Faster RCNN is one of the most representative methods in the object detection field [32]. Considering the limited computational resources of the humanoid robots in the experiments and the disadvantages of the object recognition in the original network, such as the low recognition rate of the small object detection [33,34], the original network is optimized to balance the computational cost and the detection accuracy.

For the traditional Faster R-CNN method, the RoI (region of interest) pooling layer uses those feature maps extracted from the last layer of the convolutional network to generate the region features. Because the deeper layers get wider receptive fields in the convolutional networks, this may cause some important features to be ignored, resulting in the gross-er granularity. Therefore, considering the balance of computing resource consumption and object detection accuracy, inspired by [35,36], the feature maps of the conv4_3 layer and the conv5_3 layer are combined in the VGG16 network, and concatenate the results in the input to the ROI layer. Specifically, the result of the conv4_3 layer is normalized and then concatenated with the result of conv5_3 and rescaled to the size of the original feature map, and then a $1 \times 1$ convolution is used to match the original network channels. For example, if the input image size is $224 \times 224$, the map of the conv4_3 layer's feature would be $14 \times 14$, therefore the feature map of the conv5_3 layer would be up-sampled to match the size of $14 \times 14$. The architecture of the VGG16 network is shown in Figure 2, and the specific structure proposed above is shown in Figure 3.

Faster R-CNN is mainly composed of four parts: Convolution layer, which is used to extract the features of input images and obtain feature maps; RPN network layer, which is a substitute for selective search in fast R-CNN and is used to
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**Figure 2**: The architecture of VGG16 network.

![Figure 3](image2.png)

**Figure 3**: The concatenation architecture of the convolution layers.
recommend the candidate regions and generate their scores, using a non-maximum suppression strategy to select the candidate regions with scores greater than 0.7 and scores less than 0.3; Rol pooling layer, like Fast R-CNN, converts the different sized inputs to the fixed-length outputs; classification and regression layer, which is used to get the classification score of the regions and regress bounding box. The RPN network layer is trained end-to-end and its loss function is defined as:

\[
L(\{p_i\} + \{t'_i\}) = \frac{1}{N_{\text{cls}}} \sum_{i} L_{\text{cls}} \left( p_i, p_i^* \right) + \frac{\lambda}{N_{\text{reg}}} \sum_{i} L_{\text{reg}} \left( t_i, t'_i \right)
\]

(2)

\[
L_{\text{cls}} \left( p_i, p_i^* \right) = -\log \left( p_{i^*} \right)
\]

(3)

\[
L_{\text{reg}} \left( t_i, t'_i \right) = \text{smooth}_{\text{L1}} \left( t_i - t'_i \right)
\]

(4)

\[
\text{smooth}_{\text{L1}}(x) = \begin{cases} 0.5x^2, & \text{if } |x| < 1 \\ |x| - 0.5, & \text{otherwise} \end{cases}
\]

(5)

where, \(i\) represents the \(i\)-th anchor’s point, \(p_i\) is the probability of the anchor is an object, \(p_i^*\) is 1 if the anchor is labelled positive, or is 0 if the anchor is negative, \(t_i\) represents the predicted bounding box’s four parameterized coordinates and \(t_i^*\) is the ground-truth box associated with the positive anchor. \(L_{\text{cls}}\) is log loss, \(N_{\text{cls}}\) and \(N_{\text{reg}}\) represent the normalization values, \(N_{\text{cls}}\) values 256 and \(N_{\text{reg}}\) values 2400 as default, but \(\lambda\) is adopted to balance regression and classifier accordingly.

The regression calculation of the anchor box to the adjacent ground truth value bounding box is specified as follows:

\[
\begin{align*}
& t_s = \frac{x_s - x_a}{w_a}, \quad t_y = \frac{y_s - y_a}{h_a}, \\
& t_w = \log \frac{w_s}{w_a}, \quad t_h = \log \frac{h_s}{h_a}, \\
& t'_s = \frac{x'_s - x_a}{w_a}, \quad t'_y = \frac{y'_s - y_a}{h_a}, \\
& t'_w = \log \frac{w_s}{w_a}, \quad t'_h = \log \frac{h_s}{h_a}
\end{align*}
\]

(6)

where, \(x_s\) and \(y_s\) represent the coordinates of the projected region, and \(w\) and \(h\) express the region’s width and height. For a specific anchor, \(x\) represents the predicted bounding box, \(x_s\) expresses the anchor and the ground truth box is represented by \(x'_s\).

The non-maximum suppression (NMS) algorithm is used to find the best bounding box for each object and eliminate redundant bounding boxes. The NMS algorithm select the bounding box A with the highest score from the generated series of bounding boxes B, puts A in the final detection results D, removes A from B and sets an Intersection over Union (IoU) threshold, the remaining boxes with the IoU of M greater than the threshold is removed from B. The NMS algorithm repeats the above operation by selecting the bounding box with the highest score in the remaining boxes B until B is empty and finally outputs the result R. The NMS algorithm can be defined as follows [6]:

\[
s_i = \begin{cases} s_i, \text{IoU} \left( M, B_i \right) < T & \text{if } s_i, \text{IoU} \left( M, B_i \right) > T \\ 0, \text{IoU} \left( M, B_i \right) \geq T & \text{otherwise} \end{cases}
\]

(7)

where T is the threshold of IoU defined above. It can be known that boxes with IoU higher than the threshold is directly removed from the remaining boxes B, which may result in some overlapping objects being missed. To solve this problem, an optimized NMS algorithm is used, which is called soft-NMS and holds the boxes with IoU higher than the threshold, and sets them to a lower score instead of deleting them directly. The function is defined as follows [6]:

\[
s_i = \begin{cases} s_i \left( 1 - \text{IoU} \left( M, B_i \right) \right), \text{IoU} \left( M, B_i \right) < T & \text{if } \text{IoU} \left( M, B_i \right) \geq T \\ 0, \text{IoU} \left( M, B_i \right) \geq T & \text{otherwise} \end{cases}
\]

(8)

where T is the threshold of IoU, when the IoU of M is greater than the threshold T, the score of the bounding box is linearly attenuated. In this case, the bounding box that is close to M is attenuated to a large extent, and the bounding box far from M remains unaffected.

In order to further verify the performance effect of the algorithm applied in the humanoid manipulators, the simulation software V-REP and 3D max were used to simulate the whole system and a simulation test platform including image acquisition, object recognition and corresponding humanoid manipulators’ motion was built. V-REP is a strong 3D integrated environment for robots and has several universal calculation modules (inverse kinematics, physics, dynamics, collision detection, minimum distance calculation, path planning), distributed control architecture (control scripts of unlimited number, thread or non-thread), and several extension mechanisms (plug-in, client application program and so on.) [37,38]. V-REP also supports many programming languages such as C++, Python, Matlab and so on. We use the built-in Kinect model of V-REP as the sensor of the virtual environment, use 3D max as an auxiliary tool to design different objects, and then import them into V-REP as the target object for recognition. Our object detection models are implemented on the Google TensorFlow platform using Python and the results can be used by the simulation platform by Python APIs built-in the V-REP software. The platform is shown in Figure 4.

**Experiment Schemes and Results**

In order to verify the effects and the performance of the optimized algorithm proposed in this paper, three datasets are mainly used to conduct the experiments, namely PASCAL VOC 2012 [39], MS COCO [40] and another self-built dataset containing many small objects.

The PASCAL VOC 2012 dataset contains 20 object categories including people, animals (such as cats, dogs and birds), vehicles (such as cars, ships and planes), furniture (such as chairs, tables, and sofas) and is one of the most widely used benchmark datasets for generic object detection.

MS COCO is a well-known large-scale object detection, segmentation, and captioning dataset built by Microsoft. COCO has several features including object segmentation, 330K images (> 200 K labeled), 80 object categories, 5 captions per image, etc.

Our self-built dataset consists of some images of the Cornell Grasping Dataset and photos taken by ourselves. There are many small objects in these pictures, which is convenient for us to test the performance of the algorithm.

The VGG16 model pre-trained on ImageNet is em-
In order to achieve the required performance, it is necessary to appropriately reduce the size of the model and the operation numbers in the forward pass. Therefore, different experiments are conducted, including removing the convolutional layer, replacing two fully connected layers with a single layer, replacing the fully connected layer with a full convolutional layer, and reducing the width of the convolutional layer (i.e., the filter size) and compare their performance, the final results tested on MS COCO dataset are shown in Table 4.

Table 3: The results for the networks VGG16net on MS COCO dataset.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>COCO VGG 2000 Proposals</th>
<th>COCO VGG 1800 Proposals</th>
<th>COCO VGG 1000 Proposals</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP</td>
<td>0.428</td>
<td>0.420</td>
<td>0.340</td>
</tr>
<tr>
<td>AP.50</td>
<td>0.590</td>
<td>0.579</td>
<td>0.465</td>
</tr>
<tr>
<td>AP.75</td>
<td>0.472</td>
<td>0.453</td>
<td>0.380</td>
</tr>
<tr>
<td>APS</td>
<td>0.254</td>
<td>0.237</td>
<td>0.172</td>
</tr>
<tr>
<td>APM</td>
<td>0.433</td>
<td>0.421</td>
<td>0.290</td>
</tr>
<tr>
<td>APL</td>
<td>0.511</td>
<td>0.490</td>
<td>0.383</td>
</tr>
<tr>
<td>ARS</td>
<td>0.451</td>
<td>0.438</td>
<td>0.391</td>
</tr>
<tr>
<td>ARM</td>
<td>0.592</td>
<td>0.586</td>
<td>0.520</td>
</tr>
<tr>
<td>ARL</td>
<td>0.650</td>
<td>0.647</td>
<td>0.578</td>
</tr>
</tbody>
</table>

Where, AP: Average Precision; AP.50: Average Precision at IoU: 0.5; AP.75: Average Precision at IoU: 0.75; APS: Average Precision for small objects; APM: Average Precision for medium objects; APL: Average Precision for large objects; ARS: Average Recall for small objects; ARM: Average Recall for medium objects; ARL: Average Recall for large objects.

The first experiment is to test the performance of the different numbers of the region proposals. The following are the results for the networks VGG16net on MS COCO for different region proposals, shown in Table 3. The following is the graph of mAP values of the VGG16 net at 1800 proposals on PASCAL VOC 2012 mAP values of each object class Figure 5.

In order to achieve the required performance, it is necessary to appropriately reduce the size of the model and the operation numbers in the forward pass. Therefore, different experiments are conducted, including removing the convolutional layer, replacing two fully connected layers with a single layer, replacing the fully connected layer with a full convolutional layer, and reducing the width of the convolutional layer (i.e., the filter size) and compare their performance, the final results tested on MS COCO dataset are shown in Table 4.

Figure 6 shows the performance of the original method and the method proposed in this paper, and the comparison of the two kinds of pooling methods, Figure 6a shows the effect of the normal method, and Figure 6b shows the effect of the optimized method proposed in this paper. It can be seen that some objects with more overlapping areas (the woman in the right corner) can also be correctly identified. Figure 7 shows the overall comparison, the two images show the effect diagrams of Ren, et al. and the effect diagrams in this paper. It can be noticed that in Figure 7a the plant in the red pot was wrongly detected as two plants, and in Figure 7b this mistake is corrected. Figure 8 shows some test result on our self-built dataset. Objects such as cups, bowls, bottles can be correctly detected in our experiments. There are about 400 pictures in our self-built dataset, and the accuracy rate is about 95% in our experiments. Light and resolution of the pictures will affect the accuracy of detection. Figure 9 is the example case of the simulated recognition in the simulated system, the left image shows that the humanoid manipulator detects a cube, and the right image shows the humanoid manipulator with two hands moves precisely to the cube and can grasp it.

Figure 4: Simulated system of the humanoid robot manipulators platform.

Table 3: The results for the networks VGG16net on MS COCO dataset.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>COCO VGG 2000 Proposals</th>
<th>COCO VGG 1800 Proposals</th>
<th>COCO VGG 1000 Proposals</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP</td>
<td>0.428</td>
<td>0.420</td>
<td>0.340</td>
</tr>
<tr>
<td>AP.50</td>
<td>0.590</td>
<td>0.579</td>
<td>0.465</td>
</tr>
<tr>
<td>AP.75</td>
<td>0.472</td>
<td>0.453</td>
<td>0.380</td>
</tr>
<tr>
<td>APS</td>
<td>0.254</td>
<td>0.237</td>
<td>0.172</td>
</tr>
<tr>
<td>APM</td>
<td>0.433</td>
<td>0.421</td>
<td>0.290</td>
</tr>
<tr>
<td>APL</td>
<td>0.511</td>
<td>0.490</td>
<td>0.383</td>
</tr>
<tr>
<td>ARS</td>
<td>0.451</td>
<td>0.438</td>
<td>0.391</td>
</tr>
<tr>
<td>ARM</td>
<td>0.592</td>
<td>0.586</td>
<td>0.520</td>
</tr>
<tr>
<td>ARL</td>
<td>0.650</td>
<td>0.647</td>
<td>0.578</td>
</tr>
</tbody>
</table>

Where, AP: Average Precision; AP.50: Average Precision at IoU: 0.5; AP.75: Average Precision at IoU: 0.75; APS: Average Precision for small objects; APM: Average Precision for medium objects; APL: Average Precision for large objects; ARS: Average Recall for small objects; ARM: Average Recall for medium objects; ARL: Average Recall for large objects.
carried out through the simulation platform, and obtained relatively good performance. In the meantime, further research and experiments are needed to improve the reliability and practicability of the entire simulation platform in order to make our research practical. We also need to do further research on the motion trajectory planning of a humanoid robot to improve its flexibility.

**Conclusions**

In this paper, the region-based Faster R-CNN is used for object detection, and a system that combines Faster R-CNN with the humanoid robot simulation platform for object recognition is proposed. Certain performance improvement is obtained by optimizing the original convolutional network, and further experimental research is

![Figure 5: AP values for VGGnet on PASCAL VOC 2012 dataset.](image)

**Table 4: Various performance on MS COCO dataset.**

<table>
<thead>
<tr>
<th>Faster R-CNN proposals</th>
<th>net</th>
<th>AP@ 0.5</th>
<th>AP</th>
<th>mAP</th>
<th>Test time (sec/img)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline from He, et al.</td>
<td>RPN, C4</td>
<td>2fc</td>
<td>47.3</td>
<td>26.3</td>
<td>21.9</td>
</tr>
<tr>
<td>Baseline with conv5</td>
<td>RPN, C5</td>
<td>2fc</td>
<td>51.7</td>
<td>30.6</td>
<td>30.9</td>
</tr>
<tr>
<td>Baseline with conv4 and conv5</td>
<td>RPN, C4, C5</td>
<td>2fc</td>
<td>53.6</td>
<td>32.3</td>
<td>31.6</td>
</tr>
<tr>
<td>Baseline with conv4 and conv5</td>
<td>RPN, C4, C5</td>
<td>2 fully conv</td>
<td>53.8</td>
<td>32.1</td>
<td>31.8</td>
</tr>
</tbody>
</table>

![Figure 6: Comparison of the two kinds of pooling methods: a) The effect of the normal method; b) The effect of the optimized method proposed.](image)
Acknowledgments

This work was supported by the National Natural Science Foundation of China (Grant No. 61573145), the Public Research and Capacity Building of Guangdong Province (Grant No. 2014B010104001) and the Basic and Applied Basic Research of Guangdong Province (Grant No. 2015A030308018).

References

Remote Sensing 10: 400.


