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Introduction
The new generation of androids and gynoids, the 

masculine and feminine forms of robots respectively, are 
designed to look and act like human beings.

Many lines of progress have been made since the Cog 
robot, designed two decades ago, that was equipped with 
a few degrees of freedom and a variety of sensory sys-
tems, including visual, auditory, vestibular, kinesthetic, 
and tactile senses [1]. Cog was one of the first robots to 
be developed following the notion that, to be similar to 
a human, a robot should not only have to exhibit logical 
and analytical traits but also be able to emulate human 
behavior. The Cog’s designers were persuaded that four 
attributes specific to human intelligence should come to 
bear on robot behavior: Developmental organization, so-
cial interaction, embodiment and physical coupling, and 
multimodal integration [2,3]. This view is broadly shared 
today in the scope of behavioral robotics, in an approach 
that focuses on a robots’ ability to exhibit complex hu-
man-appearing behaviors.

In the last decade, astonishing advances have been 
achieved in behavioral robotics [4,5] since powerful soft-

ware and new smart interactive components have greatly 
expanded machine learning capability, image interpreta-
tion, and data mining, as well as human-robot interac-
tion and machine perception proficiency [6,7].

In the perspective of behavioral robotics, in the early 
2000s, Ishiguro, the director of the Intelligent Robotics 
Laboratory at Osaka University in Japan, introduced the 
term “Android Science” to designate an interdisciplinary 
research sector that encompasses two complementary 
approaches: The use of cognitive science to build very 
humanlike robots, and the use of robots for verifying hy-
potheses to understand humans [8]. Ishiguro shares the 
idea of Cog’s designers that “to build an artificial system 
with similar grounding to a human system it is necessary 
to build a robot with human form” [9].
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Nowadays, although the debate on the effects of ad-
vances in robotics focuses on issues of the labor market, 
there are also a few challenging questions that behavior-
al robotics is raising in various other social spheres, such 
as ethics [10], philosophy [11], and religion [12].

Moreover, both in popular and scientific literature 
[13-15], it is common to come upon the question “can 
a robot think like a human being?” that seems, in all re-
spects, like a new form of the old question “can machines 
think?” for which Turing formulated his famous test in 
1950.

In this regard, a question arises: Is the Turing test still 
valid after such a long time?

This article introduces some considerations regarding 
Turing’s test in the light of behavioral robotics.

Turing’s Imitation Game
In 1950, in his famous paper Computing Machinery 

and Intelligence, published in the philosophy journal 
Mind, Turing suggested the Imitation Game to replace 
the question “can machines think?”, which for him was 
too ambiguous [16].

Turing proposed a test based on the popular party 
game whereby a player, interrogating, through an inter-
mediator, another person who they cannot see or hear, 
must determine if the mystery person is a man or a wom-
an.

In Turing test, a human player (the interrogator) in-
terrogates two other hidden players, one a computer and 
one a human, by issuing written questions and receiving 
written responses using natural language. The evaluator 
has to determine which of the players is the computer 
and which is the human based on the qualities of the 
responses. Turing argues that if the machine appears 
to have a human-like behavior, one can assume that it 
exhibits an intelligent behavior. Of course, that is quite 
different from assuming that it thinks. Indeed, the Tur-
ing test was designed to assess the ability of a machine to 
reproduce the human behavior. Its relevance lies on its 
simplicity and generality, as demonstrated by a rich lit-
erature that encompasses multifarious scientific sectors 
[17-24].

Turing predicted that by the year 2000, technologi-
cal progress would produce a computer extraordinarily 
powerful enough that a program would be able to fool 
the average evaluator for 5 minutes on about 70% of oc-
casions: I believe that in about fifty years’ time it will be 
possible, to programme computers, with a storage capac-
ity of about 109, to make them play the imitation game so 
well that an average interrogator will not have more than 
70 per cent chance of making the right identification af-

ter five minutes of questioning. […] I believe that at the 
end of the century the use of words and general educated 
opinion will have altered so much that one will be able 
to speak of machines thinking without expecting to be 
contradicted [16].

Following this, other scientists have varied Turing’s 
original idea, and various similar tests have been pro-
posed, the most widely known of which are:

•	 The Coffee Test [25]. A machine is given the task of 
going into an average American home and figuring 
out how to make coffee. It has to find the coffee ma-
chine, find the coffee, add water, find a mug, and brew 
the coffee by pressing the proper buttons. However, 
this test appears extremely specific and very restric-
tive.

•	 The Robot College Student Test [26]. A machine is 
given the task of enrolling at a university, taking and 
passing the same classes that a human would, and ob-
taining a degree.

•	 The Employment Test [27]. We have to test whether 
or not we have the capability to automate a specific 
job.

Recently, a modified Turing test has been proposed 
for testing the next generation of medical diagnostics 
and medical robotics [28].

Turing, in his test, deliberately avoided any direct 
physical interaction between the interrogator and the 
computer, since he deemed that the physical simulation 
of a human was unnecessary for intelligence. Later, the 
first Artificial Intelligence approaches shared the same 
opinion and tended to consider intelligence as closely 
related to the cognitive sphere [29]. This view contin-
ues to be widely shared by those who, speaking about a 
computer or a human being, analogize software with the 
mind and hardware with the brain. This metaphorical re-
lationship reflects a dualistic bias since the reality, at any 
rate in the field of computers, is quite different. Software 
produces the expected results if it runs on an appropri-
ate hardware. Many intelligent software solutions have 
been made possible thanks to the notable progress made 
in hardware. An evident example is the case of chess 
programs where the brute force of a computer’s massive 
data storage and processing speed can win against the 
ability of a human player.

However, in a posthumous essay, Turing himself 
shows a revolutionary view about future machines:

My contention is that machines can be constructed 
which will simulate the behaviour of the human mind 
very closely. They will make mistakes at times, and at 
times they may make new and very interesting state-



• Page 66 •

Citation:  Marzano G (2018) The Turing Test and Android Science. J Robotics Autom 2(1):64-68

Marzano. J Robotics Autom 2018, 2(1):64-68 ISSN: 2642-4312  |

A Challenging Extension of the Total Turing 
Test

Following from the work of Ishiguro, and with regard 
to the recent advances made in behavioral robotics, one 
can propose a challenging extension of the Turing total 
test that has been designed as the reverse Turing test.

We can hypothesize that, in light of the likely future 
evolution of the relations between humans and robots, 
the roles of the machine and the human should be re-
versed, so that the interrogator would be a robot rather 
than a human.

The robot’s task would be to recognize the true na-
ture of the respondents, namely, that it must determine 
which of the respondents is the machine and which is the 
human. This test would allow the level of efficiency of a 
human-like robot to be assessed. By all means, the robot 
interrogator ought to be programmed in order to be able 
to elaborate questions autonomously. This brings us to 
the new fundamental issue facing machine learning: Im-
plementing intelligent machines that are self-modifiable. 
Indeed, new intelligent systems and robots should be in-
creasingly autonomous and self-determining.

The proposed test will combine two different abili-
ties of a machine: Language-based communication and 
vision. The interrogator and the respondents would be 
in three separate rooms. Respondents’ rooms would be 
equipped with a video camera mounted in a corner of 
the room, connected to a monitor that is placed in the 
interrogator’s room.

ments, and on the whole the output of them will be 
worth attention to the same sort of extent as the output 
of a human minda [30].

Furthermore, according with Brooks, we have to un-
derline that Turing carefully considered the question of 
embodiment, and “only for technical reasons chose to 
pursue aspects of intelligence which could be viewed, at 
least in his opinion, as purely symbolic” [31].

Nowadays, the internet has demonstrated the crucial 
role of social interactions and their relevant contribu-
tion to human intelligent behavior, whilst the Internet 
of Things [32] is opening new dimensions of intelligent 
interactions and suggesting new forms of distributed in-
telligence [33].

The Ishiguro Total Turing Test
Recently, as a result of research in the field of Android 

Science, a new version of the Turing test, the so-called 
total Turing test, has been formulated. Ishiguro suggest-
ed a total Turing test that also included a video signal 
so that the interrogator can test the subject’s perceptual 
abilities, as well as the capability to move physical objects 
through a hatch. Accordingly, to pass the total Turing 
test, the android needs to be equipped with vision tools 
to be able to perceive objects, and movement tools to be 
able to manipulate them.

Ishiguro claimed that the original Turing test was de-
signed to evaluate the intelligence of a computer under 
the assumption that mental capacities could be abstract-
ed from embodiment, whilst “the android enables us to 
evaluate total intelligence” [8].

As with Turing’s original test, Ishiguro’s total Turing 
test involves a time-competition.

In Ishiguro’s test [34], an android is showed on the 
computer screen and a human interrogator is asked to 
find out the colors of its clothes. The screen between 
the android and the subject opens for 2 seconds. After 
identifying the colors, the subject is asked whether they 
became aware that the other was an android. Two types 
of android, one static and the other with micro-move-
ments, are prepared.

Employing this experiment on a sample of 20 sub-
jects, the results demonstrated that 70% of the subjects 
were not aware that they were dealing with an android 
when the android could perform micro-movements.

aIntelligent machinery, a heretical theory', was a lecture given 
to '51 Society' at Manchester. There are 2 versions of the text 
of this lecture at the Turing Digital Archive, one TS numbered 
1-10, the other CTS numbered 96-101. c. 1951; available at: 
http://www.turingarchive.org/viewer/?id=458&title=1; last ac-
cessed 11.12.2017.

Figure 1: The different combinations of the reverse Turing test.

http://www.turingarchive.org/viewer/?id=458&title=1
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that lies, is inattentive, jealous, malicious, and unfair?

Indeed, the current advances in robotics allow us to 
conceive a test in which robots and humans could com-
pare their mutual recognition skills without attempting 
to cheat each other.

The reverse Turing test, in which the interrogator is a 
robot, provides a way to investigate the future dimension 
of the human-machine relationship. Indeed, one can see 
the promising improvements in the scope of so-called 
Artificial General Intelligence (AGI) [39,40], whose aim 
is the development of programs and machines that can 
successfully perform any intellectual task that a human 
being can.

In this regard, I am persuaded that Turing test, for 
its visionary approach, will continue to stimulate fertile 
reflections in the field of Artificial Intelligence and to be 
a vital part of every study on the subject.

Indeed, from the preliminary formulation of the pro-
posed reverse Turing test, a few challenging questions 
arise. For example, what does it mean if the interroga-
tor doesn’t recognize the identity of a respondent that is 
a machine? Moreover, what sort of humans we have to 
choose to compete against machines? Or, what kind of 
questions should the machine ask for? These points re-
quire a more thorough analysis. However, the advantage 
of the proposed test is the possibility to implement an 
experimental version, on which I am working on, based 
on the currently available technology.
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Conclusion
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Indeed, it can legitimate many different interpreta-
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