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Abstract


The recent volatility of cryptocurrencies has caused significant financial losses, leading many individuals to communicate their stress via social media platforms. On one such platform, Reddit, the increased suicide-related chatter has prompted users to post suicide help lines within their forums (subreddits). While this may represent a positive first step in suicide prevention on social media platforms, helplines alone may be unspecific to the user's location and overly dependent on user engagement. Advancements in machine learning algorithms may, therefore, offer a more effective frontier for suicide prevention. We discuss the potential for machine learning algorithms to identify communication of distress and subsequently message people in-app to provide support when they may be in distress. We further comment on the adaptability of this approach to benefit broader health promotion efforts.
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Comments




Suicide continues to be a global health issue [1]. The complex and unique factors that lead an individual towards considering suicide make it difficult to develop proximal prevention strategies for suicide. The effectiveness of such strategies would be determined by their ability to be time-sensitive to the escalation of the persons distress and to provide highly accessible options for support. Partnership with social media platforms to develop appropriate responses to suicide-related content may, therefore, represent a key goal for the improvement of global health outcomes around suicide.



The recent volatility of cryptocurrencies has wiped out an estimated 1 trillion dollars from the stock market. This drop has led to an eruption of discussions on social media platforms, like Reddit, where users have reported experiencing significant stress about losing large sums of money. Since their emergence, social media platforms have become an integral part of how people communicate and receive news. More and more, they serve as a platform for online communities where people can discuss common interests (e.g., cryptocurrency). However, despite their increasingly dominant role in people's lives, there is yet, no formal monitoring of user distress and risk on these platforms.



The increase in this type of chatter has prompted the moderators of some cryptocurrency Reddit forums (e.g. r/terraluna, r/Bitcoin, r/CryptoCurrency) to pin links to suicide helplines at the top of discussions. While easy to overlook, the pinning of helplines may represent a key first step for suicide prevention on social media forums. If developed further, the active inclusion of targeted helplines within a user's social media experience may provide a foundation for active online intervention and connect users who may be experiencing distress to relevant support services. Importantly, such an approach would not be limited to suicide prevention but could be adapted for a range of other health conditions.



Previous research has identified that A) People post about suicide online and B) Functions within social media platforms may possibly be able to mitigate suicide risk [2,3]. For example, some 'subreddits' (topic threads) on Reddit are dedicated solely to supporting individuals who are experiencing suicidal thoughts or planning suicide (e.g. r/SuicideWatch). While such peer-support focused forums may benefit individuals who engage with them, people who make suicide-related posts on other subreddits or other platforms may not receive similar support, highlighting the opportunity for more widespread monitoring of suicide-related content.



Posts following the recent cryptocurrency market crash show how key Reddit users are attempting to compensate for the lack of platform led interventions by adding suicide hotlines to posts. While these are an important first step, is there more that we can do than just pin links to suicide hotlines?



Organisations like Live for Tomorrow (https://livefortomorrow.co/) may provide a blueprint for what successful outreach might look like on social media sites. Live for Tomorrow is a "help line that moves first" and focuses on identifying posts from people in crisis and providing evidence-based support in the application the user made the post on (e.g., using the private message function on the site that the user posted to). While some social media platforms have partnered with these organizations, to date, we are yet to see active implementation of real time suicide prevention strategies within many social platforms themselves. Current strategies are limited to algorithmic detection and person-to-person responding by proactively reaching out to support individuals in crisis. While proactive outreach may represent a gold standard of care that we can strive too, it may lack the immediacy required in periods of acute suicidal distress.



Recent advances with machine learning algorithms offer potential for targeting at-risk individuals who communicate their possible risk for suicide on social media platforms [2,4-6]. By implementing evidence-based algorithmic strategies for suicide prevention, it may be possible to provide real-time support to users who are experiencing suicidal distress. For example, taking the blueprint from Live for Tomorrow, algorithms may be able to identify posts and automatically message people in-app and provide crucial resources in a timely fashion.



By developing specific automated interventions, it may be possible to help guide individuals toward support services during suicidal crises. Posts that contain keywords or phrases could be identified and activate a pop-up warning advising individuals to seek help. While a constant challenge would be the identification of novel terms being used to communicate suicidal distress, the importance and benefit of reaching out to those we can identify should not be overlooked. Past research indicates that individuals often overlook the seriousness of their distress, even at the level of suicidal crises [7,8]. Thus, if automated pop-up messages could trigger greater self-awareness and lead to help-seeking behaviors, then such an approach could catalyze significant change within suicide prevention strategies and once adapted, other health-related areas.



Overall, the proliferation of internet chatter following the cryptocurrency market crash is the latest example of how individuals communicate distress on social media platforms. Such posts are not constantly monitored, however, and while other users are attempting to pin suicide helplines in an attempt to offer support, these may not be engaged with by the user or may not be providing country specific information (e.g., help lines, emergency services). The advancements in machine learning offer a critical frontier for social media platforms to identify communication of distress and message people in-app to provide support that is time-sensitive and links individuals to region-specific support services. Such action would have the potential to increase the effectiveness of proximal suicide prevention efforts and, in turn, directly correspond to greater positive mental health outcomes globally. As our world becomes increasingly digital, so to must our strategies for identification and prevention for suicide risk.
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